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Before We Start pan

Please submit questions via

All attendee lines are muted ﬂ the Chat or Q&A panel
‘ X This is to prevent interruptions during the :.
presentation. a2 Your questions will be addressed directly during

the webinar or in the Q&A section after the
presentation.

The webinar is being recorded Share your feedback with us

@ After the webinar, we will send you a mail to give Use the link provided at the end to let us know
access to the recording and presentation slides. what we can do better.




Agenda pan

> About panagenda
Short Recap Episode 1 & 2

>
> Why Microsoft Teams Support is different compared to other Services?
> Examples using OfficeExpert TrueDEM

>

Q&A







About panagenda pan

* Founded 2007, privately owned and funded

« HQ in Vienna (Austria)

« Offices in Germany, USA and The Netherlands

« panagendians work from >20 different locations

HME Microsoft &2 HCL SOFTWARE
Partner

Business Partner
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Microsoft 365 Monitoring Essentials — Webinar Series pan
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Il M386 monitoring essentials Bl M365 monitoring essentials
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Why you need monitoring to keep your Why device, WIFI, and ISP insights are

crucial to supporting remote M365 users

April 9th, 2024 | Replay available

|
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Christoph Adler I 3 ) )
Head of Solution Consuilting bt View Episode 2
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Microsoft 365 journey successful

March 12th, 2024 | Replay available
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Head of Solution Consulting 2z o =] View Episode 1
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Replays available
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Digital Experience Monitoring

shifts the focus to the complete and individual ‘User Journey’
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Most issues with Microsoft 365 Services...

are caused on/by the user's device, the local network and/or the ISP
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Effective troubleshooting shouldn't start
with a hunt for data

Device-, remote/company network-, ISP-data/details are crucial for M365 Support
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Why Microsoft Teams Support is
% different compared to other M365
Services?

Upgrade Your Time



Why Microsoft Teams Support is different compared to other Services? pan
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Q °® - Realtime communications
- Multiple users impacted
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Teams call quality importance pancgenda

The Weight of the Workday Top 5 Obstacles to Productivity

The data reveals an urgent need to make meetings more effective—people report ‘inefficient
meetings’ as their number one productivity disruptor.

57% spent in Microsoft 365 13%



https://www.microsoft.com/en-us/worklab/work-trend-index/will-ai-fix-work/

What bad call quality means monetarily to a company pan

Customer with >40k users and ~150k calls per month

27% 9,8% 0,5%

Audio issues Mid-Call Failures / Call Setup Failures
(Audio lJitter) Dropped Calls

40.469 Calls 14.761 Calls 727 Calls
(~20 sec = 225h) (~1 min = 246h) (~1min = 12h)

~480 h

per month




Call quality overview pancgenda
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The first approach is not always the best ... pan

Support is focused on getting rid of issues
(fighting symptoms and/or ‘cracking nuts with a sledgehammer’)

— Check for Teams client updates — Scan for Malware

— Restart computer or Teams — Check for Corrupt Files

— Clear Teams Cache — Run a Network/Route Test
— Repair or Reset Teams App — Check for Windows Updates

Very time consuming for both Support & Users and low success rate




The first approach is not always the best ... (cont.) pan

Support is always behind
— Users normally don't open tickets while having a call with issue, but afterwards
— Most users only open tickets if they are having consistently bad calls

CQD (Call Quality Dashboard) can maybe help, but

— Mostly shows only summarized and highly aggregated data




The path to success is that Support ‘always’ knows pan

« What happened on the user's device
*  Which Network device/adapter was in use
« The network quality from the device to the specific Teams service

* All needed Teams Call related factors, like
— Detected issues during the call
— Changes during the call (e. g. codecs, WiFi channels, etc.)
— Audio, Video and Screensharing details
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Example
using OfficeExpert TrueDEM
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Upgrade Your Time




Pro-active support pan

« What is going on in my environment?
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Live Demo
OfficeExpert TrueDEM
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A user complains about call quality

« What happened during the call?
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Conclusion pan

With OfficeExpert TrueDEM you see...
— See (near) real time analytics during and immediately after the call
— See the full context & ‘journey’ of the user
— See the impact of each individual user on a call
— See global, ISP, local network and individual insights
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Questions?
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Interested to know more about panagenda OfficeExpert TrueDEM?

www.panagenda.com

European Collaboration &
Summit 2024 -

May 14, 2024 | 10:00 am - May 16, 2024 | 7:00 pm

EMEA (Europe, Middle-East and Africa) | Germany
RMCC Wiesbaden, Friedrich-Ebert-Allee 1, 65185 Wiesbaden




Q&A pan‘

THANK YOU! |

Your Feedback Matters to Us
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